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What is the Study About?

To present a machine-learning-based technique for selectively applying unsoundness in static analysis.

Experiments goals:

- Effectiveness of Approach: How much is the selectively unsound analysis better than the fully sound or fully 
unsound analyses?
- Efficacy of OC-SVM: Does the one-class classification algorithm outperform two-class classification 
algorithms? 
- Time Cost: How does our technique affect cost of analysis?  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OC-SVM
One Class Support Vector Machine



Experiments



Feedback
• Problem statement

• Innovation

• Contribution

• Logical correcteness

• Proof of statements

• Readablity



 What is good/interesing about the paper
• Structured

• Detailed example

• Novel approach



What could be better
• These is no code base

• Examples are hard to read

• Did not explain their choice in Experiments part

• Not enough references

• Hard to read for non-ML person



8. Conclusion


